
One question involved what happens if the link comes
back. How does the router behave? Nate answered that in
such a situation a nonfailover path will be chosen over the
failover path.

Mutually Controlled Routing with Independent ISPs

Ratul Mahajan, Microsoft Research; David Wetherall, Univer-
sity of Washington and Intel Research; Thomas Anderson, Uni-
versity of Washington

The Internet is made of ISPs that cooperate among them-
selves to carry traffic as well as compete with each other as
business entities. No individual ISP can tune the traffic to
flow through a particular route based on its self-interest;
all must agree while each keeps its self-interests in mind.
BGP, the most used routing protocol, provides some con-
trol, allowing ISPs to configure their outgoing traffic but
giving no control over incoming traffic. This presents an-
other problem. Suppose the incoming route fails; then the
ISP cannot shift the traffic to another route as it is beyond
its control. This problem is not new but can be mitigated
through network engineering or by using newer routing
protocols such as RCP.

The solution suggested by Ratul is the development of an
interdomain routing protocol called Wiser. Wiser has the
same overhead as BGP and it is complete and practical in
all senses to run across multiple ISPs. There is no need for
the ISPs to disclose any kind of sensitive information.
Also, it allows ISPs to exert full control over the paths and
make decisions based on their own interests and optimiza-
tion criteria. He explained how Wiser builds the coordina-
tion mechanism on existent bilateral contracts that are al-
ready in place and is incrementally deployable across pairs
of ISPs. Each of the downstream tags advertises routing
with costs that are similar to BGP Multi-exit Discrimina-
tors (MEDs). Each of the upstream ISPs then selects the
path with an amended process. This process considers the
sum of its own costs and those reported by the down-
stream ISPs. Hence both the upstream and the downstream
ISPs exert control on their route choices. This protocol has
in-built mechanisms to discourage potential abuse.

Tesseract: A 4D Network Control Plane

Hong Yan, Carnegie Mellon University; David A. Maltz,
Microsoft Research; T.S. Eugene Ng, Rice University; Hemant
Gogineni and Hui Zhang, Carnegie Mellon University; Zheng
Cai, Rice University

Hong presented an experimental network, Tesseract, that
provides direct control of a computer network. This com-
puter network can be under a single administrative do-
main. In a typical IP network today, the desired control
policy of an administrative domain is implemented via the
synthesis of several indirect control mechanisms. The de-
sign that evolved from 4D architecture tries to overcome
the problem. It promotes the idea of decomposing the net-
work control plane in four different planes: decision, de-

composition, discovery, and data. The network consists of
something known as network decision elements. There are
two abstract services to enable direct control: the dissemi-
nation service, which carries opaque control information
from the network decision elements to the other nodes in
the network, and the node configuration service, which
provides an interface through which the decision elements
command the nodes to carry out the desired control poli-
cies. The dissemination service enables plug-and-play
bootstrapping in this network. The various distributed
functions implemented on the switch nodes are neighbor
discovery, dissemination, and node configuration services.

Tesseract reduces the need for manual code and enables a
variety of different network policies to be implemented
without making changes to the actual network. Hong’s
paper demonstrates the successful working of Tesseract
with normal IP forwarding in an Ethernet network. Also,
the paper evaluates its responsiveness and robustness
when applied to different backbone and network technolo-
gies. It is seen that Tesseract is resilient to failures. Some
questions about the scalability of the 4D network and the
aftermath of a network failure were left unanswered.

HotBots ’07: First Workshop on Hot Topics in
Understanding Botnets

Cambridge, MA
April 10, 2007
Summarized by Rik Farrow, with help from Dan Geer

HotBots 2007 focused on understanding the current state
of Botnets, and this workshop delivered what it promised.
The workshop PC read 32 papers and accepted 11 for the
workshop. The papers varied from detailed analysis of dis-
sected bots to theoretical notions of potential bots. I par-
ticularly liked the talks that focused on reality, for exam-
ple, on the trend toward peer-to-peer (P2P) botnets and on
the research into the sizes and frequency of botnets in the
wild.

You can read the papers included in this workshop at
http://www.usenix.org/events/hotbots07/.

P E E R-TO - P E E R

Peer-to-Peer Botnets: Overview and Case Study

Julian B. Grizzard, The Johns Hopkins University; Vikram
Sharma, Chris Nunnery, and Brent ByungHoon Kang, Univer-
sity of North Carolina at Charlotte; David Dagon, Georgia
Institute of Technology

Julian Grizzard began the day with this paper about P2P
botnets. Earlier botnets relied on IRC for Command and
Control (C&C), a feature that made bots easier to detect.
An ngrep of network traffic can turn up IRC commands,
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and as IRC has declined in popularity relative to IM, this
can be a dead giveaway. Moving to P2P does make bots
harder to detect, but it also means that the bot-herder loses
fine-grained control over his or her botnet. With IRC
C&C, the bot-herder can issue commands to all the bots
currently connected to an IRC channel (or some subset of
those connected) and have them carried out immediately.
With P2P used as C&C, issuing commands becomes a
process of sharing files, which may contain commands or
an entirely new executable, a process that takes time. The
bot-herder no longer can launch a devastating DDoS on a
moment’s notice, or fire orchestrated salvos of packets
from different botnets to make detection of the DDoS
sources more difficult. As it turns out, these uses of bot-
nets have declined in importance anyway, a point made
several times throughout the workshop’s presentations.

P2P botnets do gain something else by giving up IRC for
C&C, and that is robustness. Losing control of the C&C
IRC server once meant losing potentially thousands of
bots. With P2P botnets, there is no centralized point of
control. Not only does this protect the botnet owner’s in-
vestment but it makes bots more difficult to detect and the
entire botnet more resilient to countermeasures.

Grizzard and his fellow researchers analyzed captured soft-
ware, Trojan.Peacomm, a P2P bot. Peacomm uses the
Overnet protocol (once used for P2P filesharing), a distrib-
uted hash table based on the Kademlia algorithm. The ini-
tial trojan infection, via spam, uses a promise of displaying
a movie as an incentive and results in the bot joining a
P2P network and downloading subsequent versions (sec-
ondary downloads) from other members of the botnet. En-
crypted URLs are distributed using Overnet, decrypted
using a static key, and new executables are downloaded
using HTTP. This general technique, multiple staged infec-
tion with downloads over HTTP, seems common, based on
later presentations. Network traces of the captured bot re-
vealed a list of 10,105 unique IP addresses in packets re-
ceived from Overnet hash table lookups, but the bot only
contacted 4,200 during the time monitored.

During the Q&A session, Dan Geer asked, “Why not poi-
son the distribution network if the encryption key is
known?” Grizzard answered that the legal panel would
have an answer to that in the afternoon. Nicholas Ianelli, a
member of the CERT technical staff, mentioned that the
key is known, and the Overnet packet used includes a
unique meta-ID field that makes these packets easier to
recognize. Someone else mentioned that more sophisti-
cated packers are being used to make reverse engineering
of malware more difficult.

Grizzard ended by pointing out that the secondary injec-
tion downloaded other specific malware, including rootk-
its, spam relays, email address harvesters, the trojan propa-
gator, and a DDoS agent.

An Advanced Hybrid Peer-to-Peer Botnet

Ping Wang, Sherri Sparks, and Cliff C. Zou, University of Cen-
tral Florida

Cliff Zou described hypothetical hybrid botnets. In this re-
search, his group designed an advanced P2P botnet that
would be harder to shut down, monitor, or hijack. Their
design has two classes of bots, servants and clients. Ser-
vants have fixed IP addresses and act as the C&C network
for the botnet. Clients get their commands and new ver-
sions of malware from the servants. Any bot can act as a
sensor host and have performance information sent to the
sensor host from clients. The sensor host then reports to a
servant. Clients contain a fixed list of servant addresses,
but no client has all servant addresses.

In analysis, removing 80% of servants bots leaves 95% of
client bots connected, so this type of botnet would be very
resilient. Possible defenses include poisoning servants
using honeypots or capturing servants early in the infec-
tion process. Someone asked whether it was wise to pub-
lish research like this, and Zou responded that they felt it
was appropriate to be forward-looking about new styles of
attacks.

A Distributed Content Independent Method for Spam
Detection

Alex Brodsky, University of Winnipeg; Dmitry Brodsky,
Microsoft Corporation

Alex Brodsky presented Trinity, a distributed database de-
signed to collect source addresses of spam relays while re-
maining resilient to attacks. Brodsky pointed out that
using blacklists has become less effective over time, as bots
provide spam relays that often route spam via an ISP’s mail
gateway, as well as sending a relatively small number of
emails. Trinity uses a SpamAssassin plug-in to capture a
spam sender’s email address by parsing Received headers
email envelopes that have been classified as spam and sent
to Trinity servers. The servers are selected to store spam
relay IP addresses using the DHT hash, so no single server
holds all the addresses. Servers also replicate the addresses
received, so one or more servers can be lost without the
service being disabled. Trinity also uses reputation scoring
by collecting answers from different peers, to guard against
spammers running a server and poisoning the database.

Trinity is under development.

M E A S U R E M E NT

The Ghost in the Browser: Analysis of Web-based Malware

Niels Provos, Dean McNamee, Panayiotis Mavrommatis, Ke
Wang, and Nagendra Modadugu, Google, Inc.

Niels Provos described the results of a project he started at
Google in 2006. Niels had become increasingly aware that
browser vulnerabilities provide fertile ground for the in-
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stallation of malware. In what he terms “drive-by down-
loads,” Niels tells how Web sites with imperfect security
wind up with modified pages. The modifications include
IFRAMES or JavaScript that causes the browser to down-
load a first-stage exploit. The first stage then downloads
the real malware, which will be spyware for financial infor-
mation, spam relays, bots, and tools for actively attacking
systems.

Google already trawls the Web and caches pages. What the
Google team has done is build a system that uses heuris-
tics to decide whether a page may be malicious. The sus-
pect pages get loaded into an instrumented version of In-
ternet Explorer (IE) running within a VM-encapsulated
copy of Windows. Network activity (downloading mal-
ware), changes to the browser state or registry keys, and
software installs that occur after loading the suspected
page in IE determine whether the page really does result in
a drive-by download. Google then marks pages determined
to result in the downloading of malware by returning a
warning page as a search result. The current setup scans
up to 500,000 pages a day, and under 0.5% of all pages
scanned have been infected.

Besides compromising Web servers to install the download
code, Niels said that other methods of serving up code in-
cluded delegated (subsyndicated) sponsored ads and third-
party widgets, such as the Preying Mantis counter that
started delivering malware to visitors instead of being “just
a counter.” Popular sites were less likely to be vandalized
as these sites are better maintained, and large sites were
much faster at responding to reports of infected Web
pages. Niels also mentioned that sometimes a server host-
ing many Web sites will be compromised, and pages for all
the hosted sites will then be infected.

Fabian Monrose (Johns Hopkins) asked how Google han-
dles infected pages. Niels explained that Google serves up
a warning page. Earlier versions of this page allowed users
to click through to the infected site, and 30–40% of users
did so. Someone else asked whether exploiters are using
Google Analytics, and Niels said he wasn’t sure, but he ex-
pected that some exploiters were using it to keep track of
the number of sites they had exploited. In response to Dan
Geer’s question whether the robots.txt file is honored dur-
ing this process, Niels answered that Google follows the
standard for crawling Web pages and ignores those. Fabian
asked if Google is censoring the Web, and Niels replied
that they are observing that some Web pages exploit your
browser. You can still cut-and-paste your way past the
warning.

My Botnet Is Bigger Than Yours (Maybe, Better Than
Yours): Why Size Estimates Remain Challenging

Moheeb Abu Rajab, Jay Zarfoss, Fabian Monrose, and Andreas
Terzis, Johns Hopkins University

Andreas Terzis started by saying that botnet sizes vary ac-
cording to how and when they are measured. Some re-

searchers have found botnets with 350,000 members,
whereas others report that botnets rarely exceed a few
thousand bots. Andreas suggested several metrics for
measuring, including descriptions of how the botnets were
measured. For example, the infection footprint will be the
largest size, as it represents all systems detected as in-
fected, but effective size represents the number of bots
available at one time. The difference between these two
measurements can easily be one or more orders of magni-
tude, for example, 45k infected but only 3k active.

There are certainly difficulties in measuring botnets. A
total of 48% of IRC servers used for bot-herding block join
messages. Another counting technique involves querying
DNS servers for cached copies of bot server addresses,
which provides a list of domains that have at least one in-
fection. Another issue has to do with overlap between bot-
nets and their owners. The authors determined that 25%
of 472 botnets that they tracked were associated into only
90 groups. Some of the overlap occurs because bots can be
commanded to clone themselves, instantly creating a re-
lated botnet.

Toward Botnet Mesocosms

Paul Barford and Mike Blodgett, University of Wisconsin—
Madison

Mike Blodget described the Botnet Evaluation Environ-
ment (BEE), a testbed for experimenting in a secure and
flexible fashion with botnets that is Emulab-enabled. Mike
explained that the attraction of botnets to organized crime
makes study of this phenomena an important area of re-
search. Bots and botnets are also growing in complexity as
well as in their resistance to dissection. It is common to
find malware that is packed (obfuscated), can detect
whether it is being run in debugger mode, or is run within
a VM. Techniques used for determining whether a VM is
present include checking the interrupt vector and looking
for VMWare tools.

BEE provides support for bots and the services they re-
quire, such as DHCP, DynDNS, and IRC. The authors are
building a library of OS/bot images using both bots built
from source and bot binaries. For security, they block all
UDP traffic from BEE, use an unroutable ten-net within
BEE, and firewall all traffic between the test network and
the experimenters’ network.

D E TE C TI O N , R E S P O N S E , A N D A N A LYS I S

Wide-Scale Botnet Detection and Characterization

Anestis Karasaridis, Brian Rexroad, and David Hoeflin, AT&T
Labs

Anestis Karasandridis described how his group detects
bots by analyzing flow logs. As part of AT&T security ef-
forts, they have been analyzing flow logs for evidence of
bots and C&C servers. AT&T runs a Tier 1 network, what
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I once would have called an Internet backbone, and col-
lects 8 to 10 billion flow logs per hour. They use triggers,
such as hosts that scan, relay spam, or attack other sys-
tems, then apply heuristics, described in their paper, to
whittle down the number of flows. Some heuristics are ob-
vious, such as selecting flows to the common IRC ports.
Others are much more sophisticated, for example, looking
for a pattern of flows that would match the PONG re-
sponse from bots to the C&C server within a particular
time window.

Using this and other techniques, the group detected 376
unique C&C server IP addresses between August 2006 and
February 2007. During the same period, they discovered 6
million bots, and they continue to find about 1 million
bots per month. They tested the accuracy of their data by
contacting other ISPs or looking within the data, measur-
ing a false positive level of less than 2%.

Nicholas Ianelli (CERT) asked about the percentage of
commands that were encrypted. Brian Rexroad answered
that perhaps 5% use some channel encryption or obfusca-
tion. Someone else asked what other means were used to
verify correctness, and Brian answered that they do per-
form some packet capture of suspected bots. Another
question concerned the high number of bots seen, and the
answer was that because unique IP addresses are counted,
dynamic addresses can affect this. In the paper, they men-
tioned that there is considerable churn, with bots changing
channels or servers every 3-4 days. Another person asked
about using their algorithms on Arbor Network boxes, but
the authors didn’t know whether this would work. Brian
did make a comment that games can attempt many con-
nections to servers and fail, making them appear like scan-
ners, and thus bot clients. Finally, Niels Provos asked if
they had looked at anyone else’s Netflow data. Andreas
said they are using such data to protect their customers
(which are other ISPs). Niels then inquired, “If we asked
politely, might we exchange info?” Brian answered that it
might be possible.

Rishi: Identify Bot Contaminated Hosts by IRC Nickname
Evaluation

Jan Goebel, RWTH Aachen University, Germany; Thorsten
Holz, University of Mannheim, Germany

Thorsten explained how his group had created a simple
script that looks at communication channels for common
IRC commands and watches for patterns in bot nicks.
Nicks are used in the IRC protocol to identify a client con-
nection to an IRC channel, and each must be unique per
channel. Rishi uses ngrep to collect lines and a 1700-line
Python script for analysis. Vern Paxton asked whether you
could use Bro, and Thorsten answered that this is a proto-
type, but perhaps.

Liss asked whether botnet owners actually use nicks to
partition their networks. Thorsten did notice checks for
.edu hosts and for country domain, so they can group

commands (.edu hosts will have more bandwidth).
Nicholas Ianelli says he has seen partitioning in nicks,
such as p for private network. Someone asked about using
machine learning techniques, which had been shown in
one of the slides, and Thorsten confirmed that they would
work. Another person asked how the method compared to
other methods. The answer was that it did better than Ne-
penthes (see “Advanced Honeypot-Based Intrusion Detec-
tion” in the December 2006 ;login:). Niels Provos asked
whether this assumes that IRC is still being used. Thorsten
said that gamers use IRC as well as members of the whole
underground economy. In response to Niels’s question “If
people start using dictionaries, can you use other events?”
the answer was that indeed heuristics could help here.

AS-Based Accountability as a Cost-Effective DDoS Defense

Daniel R. Simon, Sharad Agarwal, and David A. Maltz,
Microsoft Research

Fabian Monrose, the session chair, introduced this as “the
evil bit talk” and we soon discovered why. Dave Maltz pro-
vided motivation for a DDoS defense by pointing out that
4000 bots can overload a 4-Gbps link ($25,000 to $50,000
per month) for about $1,600 a month cost for the attacker.
To protect against a 50,000-bot network costs $10 million
over three years, to pay for 3 OC48s from a provider for
$210,000/month. Other solutions include Content Distri-
bution Networks (CDNs) such as Akamai and are very ex-
pensive.

The proposed solution is an architectural change, involv-
ing just software and not hardware, to identify trusted
sources with a persistent attribute, and then receivers can
blackhole sources using whatever method they want. The
solution assumes pairwise trust among Autonomous Sys-
tems (AS). Each ISP modifies customer relationship soft-
ware (used for billing customers), keeps track of their IP
addresses, and must be willing to install filters on particu-
lar source-address pairs (you can only filter sources that
target your destination). The Filter Request Server, FRS,
forwards data to your router and is used to install this
filter.

Border routers at the edges of accountable networks add
the “evil bit” to packets (Bellovin’s evil bit, or Crocker’s
well-maintained bit, a.k.a. the anti-evil bit). This bit indi-
cates that marked packets came from a trusted source.

Rik Farrow leaped to his feet and provided several com-
ments: You can set the evil bit on packets coming from any
AS you don’t like; you can clear all evil bits because you
are opposed to this solution; trust between ASes may not
(probably does not) exist (since these are often competi-
tors); and ISPs can slap the evil bit on repeat offenders in-
stead of installing filters on their own routers. Someone
else mentioned that FRS could be used to overwhelm the
ability of routers (a DoS by overusing the filtering function
of routers). Dave still maintained that this is a cheap, on-
the-fly reputation system. Someone else suggested that it
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would be easy to frame opponents, while a final suggestion
was to check Netflow logs to determine guilt at the user’s
ingress point.

C A S E ST U D I E S

Panel: Legal Issues About Botnet Tracking and Response

Panelists: Jon L. Praed, Internet Law Group; Jody R. Westby,
Global Cyber Risk, Adjunct Distinguished Fellow to Carnegie
Mellon CyLab; David Dagon, Georgia Institute of Technology;
Alexander Muentz, OnSite E-Discovery

Dagon started with a scenario where a student accidentally
starts to proxy all his IP traffic from his dorm room via
your honeynet, and you capture data such as his social se-
curity number and email to his doctor, and to his lawyer,
who happens to be in Europe where privacy laws are
stronger. Dagon pointed out that there are many laws that
could be applied here that offer protection of the student’s
privacy: FERPA, HIPPA, and GLBA. Also, nearly every uni-
versity has a policy pertaining to Human Subjects that can
also affect privacy. The best approach is to have a clear
policy that addresses privacy issues.

Dagon also suggested that you operationalize your re-
search, that is, make it useful to the organization, to gain
allies in operations. You should also sandbox your investi-
gations, using a Truman network.

Alex Muentz described the applicable U.S. federal laws.
The Computer Fraud and Abuse Act, 18 USC 1030, pro-
vides you with a great deal of protection when you act as a
provider. Working within a sandbox does not give you that
protection. The Stored Communications Act, 18 USC
2701, and Electronic Communications Privacy Act/Wiretap
Act, 18 USC 2511, are similar to 18 USC 1030, so don’t
sandbox for maximum protection, but act as provider
working to maintain the network or system.

John Praed’s group actually works as private investigators,
trying to track down wrong-doers using log and other data
to do so. He suggested that even working as a “white hat”
can get you in trouble via overly aggressive conduct. He
mentioned winding up in trouble because of an ambitious
local DA who wants to be governor. He also pointed out
that Putin in Russia could well act aggressively to protect
“businessmen” in Russia who look like “black hats” to us.
Praed also suggested moving cautiously in government in-
vestigations, as illegal search can cause evidence to be
tossed out. There are also cases of “black hats” suing the
“good guys,” as in spammers suing SpamHaus to be re-
moved from the blackhole list.

Praed said that in the future, the primary economic driver
for criminals will be cyberextortion over hard drive con-
tents and captured keystrokes. Already, he has seen exam-
ples of blackmail backed up with physical threats.

Jody Westby spoke quickly as time was running out for

this session. She discussed procedural and practical meth-
ods for combating bots. The problem exists in 243 coun-
tries, with 1.2 billion users, and lots of juridicial issues. A
recent Council of Europe Cybercrime Convention agreed
to by the United States will be changing the U.S. legal
scene soon.

Someone asked about attacking evil servers, and the unan-
imous response was “Don’t do it!” Don’t even log in unless
you have authorization.

A Case Study of the Rustock Rootkit and Spam Bot

Ken Chiang and Levi Lloyd, Sandia National Laboratories

Ken Chiang told us about reverse engineering Backdoor
.Rustock.B or Spam-Mailbot.c. Chiang and Levi Lloyd
started by packet capture and could see that the bot uses
HTTP POSTs, with encrypted payloads, for C&C. That
made them interested in recovering the key used in order
to learn more about the C&C channel.

Chiang told us that Rustock has three different phases of
deobfuscation. The first phase deobfuscates the rootkit
loader, which contains the second deobfuscation routine.
The rootkit includes the third deobfuscation routine and
unpacks the spam module. The rootkit then destroys the
magic numbers in the PE and MZ headers to help defeat
RAM forensics. The rootkit adds a value to the services
registry key to restart itself upon boot, and it hides this
key once the rootkit is running. The rootkit hooks several
system calls to hide itself and injects the spam module
threads into services.exe.

Levi took over and talked about the spam module. The
C&C channel uses HTTP POST and performs a key ex-
change with a login.php script. The RC4 key is stored in a
global sruct in memory, created by the client, encrypted
using the server’s public key and sent to the server. The
server can decrypt the key with its private key, and then
the server responds with a check. Once the client re-
sponds, the client is ready to accept commands. Rekeying
and a new login occur every few minutes. The real reason
for the exchange is to collect a list of mail servers, some
spam content, and a list of targets to which to send the
spam.

Dan Geer asked, “Is a good botnet better run than the av-
erage home system?” Levi answered that he could agree
with that, as the client gets a list of processes to kill, which
includes other bot software.

The Anatomy of Clickbot.A

Neil Daswani, Michael Stoppelman, and the Google Click
Quality and Security Teams, Google, Inc.

Neil Daswani began by explaining the business model ex-
ploited by Clickbot.A. What most of us know is that ad-
vertisers pay for click-throughs, and what has occurred to
many of us is that this mechanism appears to be ripe for
fraud. It turns out that this is indeed an issue for Google,
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and Clickbot.A provides a stunning example of just how
complex exploits can be.

To begin with, the attacker set up Web servers acting as
doorway sites, using doorway.php, signed up to be subsyn-
dicators, then signed up referral accounts to get paid for
page views. Then Clickbot.A went after syndicated search
engines, worked to be under the radar, sending very few
clicks from each bot. Google did notice a pattern in the
click-through traffic, and it marked Clickbot.A clicks in-
valid based on a recognizable pattern. This scheme also
used redirectors, a form of proxy that strips off identifying
information, such as the Referer: header line in the client’s
request.

Clickbot.A is an IE Browser Helper Object (BHO), likely
because BHOs run within the process space of the browser
and have access to the entire DOM library. In what was de-
scribed as a “slow infection,” desktops infected rose from
100 in May 2006 to 100,000 in mid-June 2006. Clickbot.A
was distributed as a trojanned game download. The botnet
server was written using PHP, and it did not initially have
any form of access control, making it impossible to know
how many desktops were infected. You can see screen out-
put from the script in the paper. Neil also mentioned that
only 7 out of 24 AV packages even recognized Clickbot.A
as malware in June 2006.

Clickbot.A generates traffic by contacting the botmaster
site, requesting a keyword and doorway site URL, then
using this information to choose an ad to click on, but it
does this only once every 15 minutes. Neil presented some
back-of-the-envelope calculations about the amount of
money a successful click-fraud campaign like this might
make, obtaining a value of about $50,000. Google claims
that there is less than a 10% rate of click fraud.

WO R K- I N - P RO G R E S S R E P O RTS

Steve Santorellis, Microsoft, announced conferences com-
ing up in Sydney in July and in France in November for
Law Enforcement (LE) and training of LE; some academia
will be coming to these events. Contact steves@
microsoft.com.

Michael Collins (CERT/NetSA), SEI, described measure-
ments of machines that have likely been compromised
(unclean machines). He expected that IP addresses of com-
promised systems would be randomly distributed, but he
instead found that IP addresses cluster on certain net-
blocks rather than in any random block on the network;
CERT has been monitoring a large /6 or /8 network since
2002. Looking for tightly packed addresses, Collins com-
pared 600,000 bot addresses and found that unclean ad-
dresses tend to cluster. His data shows that uncleanliness
is persistent over six months and that spamming but not
phishing is closely related to unclean machines.

Dan Geer spoke about security metrics. He reminded at-
tendees that the Metricon workshop will be at USENIX Se-
curity in Boston this summer and that CMU has an eco-
nomics workshop this summer. Dan said that little data
sharing is going on in financial and energy sectors about
Internet-related fraud, but that insurance companies are
really interested in this. In terms of presenting statistics,
the best you can do now is trend analysis, and used the
CSI/FBI surveys as an example. He advised that if you
present statistics, be consistent about how you collect your
data and the terms used to present them. Dan did point
out that eBay takes down 1000 fraudulent sites per day,
and eTrade reported a loss of $0.12 per share on $18 mil-
lion in profits—losses based on stolen identity via key-
stroke logging.

Thorstein Holz of the University of Mannheim, Germany
(and a frequent ;login: contributor), described examples of
HTTP-based bots. He did malware analysis using Ne-
penthes to collect examples. His group found that many
new bots use HTTP in their analysis, with many having
second- or even third-stage downloads. Recently he has
seen bots using HTTP control channels and encrypted
commands; he showed examples of doing ping, creating
UID, getting second- or third-stage code, getting new code,
and periodically querying the same HTTP server. Also, he
has seen bots actually sending email for communicating,
like slow-motion IRC.

D. Dagon of Georgia Tech pointed out that there are tens
of thousands of new versions of malware appearing and
that these are not being created by industrious individuals.
Instead, queen software and code generators morph exist-
ing malware into new versions that won’t be identified by
AV. He suspects that there is just a small group of people
doing this. His agenda is to find the people doing this. He
also wants to collect more examples, so we can do analysis
and learn more about obfuscation techniques.

William Zalewski of AOL claimed that bots providing
SOCKS proxies are a silent but growing threat to the Inter-
net. Based on his own analysis of traffic, he believes that
there are many more relays than are active and that some
provide reverse-connect proxies (where the bot goes out
through a firewall or NAT, then offers to relay external
connections internally). He has seen reverse-connect prox-
ies that are totally nonrandom in behavior, connecting
every 20 minutes. He has seen both v4 (a simple nine-byte
setup) and v5 SOCKS proxies (a more complex four-
packet exchange setup) being used.

M. AbuRajab of Johns Hopkins suggests clustering mal-
ware by activity, not by the features of the binary. Basically,
he wants a feature vector for bots. Botnets apparently are
purpose-built, not off-the-rack, a reflection of a clustering
in the underground economy.

Masashi Eto, NICT, presented an integrated analysis of
threats in large networks. His group, NICTER, monitors a
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darknet of 100,000 IP addresses for real-time detection of
incident candidates. They use automatic capture of mal-
ware, Nepenthes, and code analysis. Eto demonstrated
some very cool 3D animated visualizations, at the very end
of the WiPs and the workshop.
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K EY N OTE A D D R E S S

Transactional Memory: What’s the OS Got to Do with It?

David A. Wood, University of Wisconsin—Madison

Summarized by Ian Sin Kwok Wong
(iansin@eecg.toronto.edu)

Multicore processors are here but we do not have the par-
allelism we need in applications to take advantage of this
new architecture. Like Dave, most of us agree that parallel
programming is hard because people think sequentially
and as a community we have been using the same pro-
gramming models for the past 30 years and thus have not
acquired enough experience with parallel programs. An
application can be parallelized through the use of threads.
However, accesses to shared data must be carefully syn-
chronized to maintain application correctness. Otherwise,
deadlocks, live locks, or data races might result.

Transactional memory (TM) is one way to ease this burden
while allowing concurrent execution of a program. TM
originates from database systems and its declarative model
makes it an attractive proposition. The programmer says
what he or she wants and the system deals with the “how,”
while maintaining ACID properties. Software TM is slow
and Dave believes that the next logical step is a hybrid im-
plementation, which is basically a best-effort software TM
with hardware acceleration for the common case. However,
besides performance, the goals that TM systems are trying
to achieve include unlimited transactions, long-running
transactions, and unlimited closed nesting. In order to be
successful, these facilities should be provided with modest
hardware support.

Dave then gave the audience an overview of TM terminol-
ogy and introduced LogTM-SE, which can be dubbed an
“almost” virtualizable TM system. LogTM-SE is a hybrid
TM that explores eager version management and eager
conflict detection in the design space. LogTM-SE uses sim-
ple hardware support and exposes the interface to the soft-
ware, which in turn implements the required policies.

In the Q&A period, Emin Gün Sirer (Cornell) argued that
he did not believe TM to be the solution. In his opinion,
locking instructions are a simple sequence of 12 instruc-

tions but the main problems are what students are being
taught and what and how systems are being built (in refer-
ence to Linux). His question was, “Now that we have TM,
what does this do for the average programmer?” Dave’s re-
sponse was that programming language experts would be
required and that this subject was not his domain of ex-
pertise. Another interesting question from Kai Shen
(Rochester) dealt with the state of the art in “transactional-
izing” large systems. Dave replied that the main problem
behind such an effort is that the simple close-nested ab-
straction was not powerful enough for highly complex sys-
tems and dirty tricks were required because of the lack of
open-nested transaction support. He continued by arguing
that the open challenge in transactionalizing large complex
applications is to learn when simple abstractions are not
sufficient and come up with extensions that will be usable
by the average programmer.

CO P I N G W ITH CO N C U R R E N CY

Session Chair: Armando Fox, University of California,
Berkeley

Summarized by Ian Sin Kwok Wong
(iansin@eecg.toronto.edu)

Is the Optimism in Optimistic Concurrency Warranted?

Donald E. Porter, Owen S. Hofmann, and Emmett Witchel, The
University of Texas at Austin

Donald Porter argued that the conservative mutual exclu-
sion provided by locks, especially when locking is coarse-
grained, is detrimental to performance. However, using a
fine-grained locking scheme for better concurrency is very
complex. Optimistic concurrency, achievable through
transactional memory, removes the serialization points that
locks suffer from. Donald argued that porting systems to
leverage optimistic concurrency is a lot of work for poten-
tially marginal benefits and his talk focused on quantifying
the benefits of optimistic concurrency on multicore plat-
forms.

He explained how his tool, called Syncchar, measures data
independence in applications by analyzing the conflicts in
the address sets that are accessed within critical sections.
The tool was then used in a case study to measure data in-
dependence in a standard Linux 2.6 kernel. Although they
found that most locks used in Linux were fine-grained,
they also found 95% data independence on the dcache
lock—which indicates a good opportunity for improve-
ment. The study also compared Linux against TxLinux, an
implementation that converts 32% of spinlocks to use
transactions. Donald outlined some limitations, such as
the pathological behavior of linked lists, which caused
many conflicts and was due to the way the data structure
was organized. The talk concluded with the question of
whether optimistic concurrency will help your average sys-
tem and the answer was, “It depends.”
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